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High-level quantum chemical calculations have been performed on the decomposition reactions of N2O with
cation-stabilized oxygen species (O-, O2

-, and O3
-), which compose a model catalytic cycle where O2

- is
regenerated. The calculated results show that O- and O3

- can be expected to be the most active species in the
N2O decomposition process, with activation barriers at the multiconfigurational second-order perturbation
level (CASPT2) of 29.5 and 32.5 kcal/mol, respectively. The calculated activation barrier for N2O decomposition
through reaction with O2- is 40.8 kcal/mol. Comparison with experiments involving these species on metal-
oxide substrates indicates the role of the ionic surface to reduce the barriers.

Introduction

The superoxide (O2-) species formed on metal oxides has
been suggested to play an important role as an intermediate in
heterogeneous catalysis on materials such as metal oxides and
zeolites. O2

- may be formed by adsorption of molecular oxygen
on, e.g., charged vacancies (Fs and Fs

+ centers), transition metal
doped insulating metal oxides, and reducible metal oxides.
Pacchioni et al. showed that when O2 interacts with charged
oxygen vacancies, this superoxide may be formed.1 Moreover,
these centers seem to play an active role in heterogeneous
catalysis at low temperature.2 The O2

- species was shown to
be formed through a charge transfer from the Fs center to the
adsorbed O2 and is stabilized on the surface due to the
electrostatic interaction with the resulting positively charged
surface site. The interaction was found to be strong enough to
make this charge-transfer process exothermic. In the decomposi-
tion process of N2O, O2

- has been proposed to form through
abstraction of oxygen from N2O. The following steps can be
outlined, where steps 3 and 4 comprise a catalytic cycle

O2
- and ozone anion (O3-) have been observed in previous

studies using electron paramagnetic resonance spectroscopy
(EPR) at relatively low temperatures (up to 303 K) when N2O
was interacting with ZrO2.3 Even though O- was not directly
observed, it was suggested that this anion is formed in the first
step in the decomposition process, in which there is a charge
transfer from the surface to the adsorbate. The activation barrier
for step 3 was estimated to be as low as about 5 kcal/mol. In

transition metal exchanged zeolites, O- can be formed, for
instance in the formation of a Cu2+-O- pair in Cu/ZSM-5.4,5

Tuyen et al. have also observed O3
- for the N2O decomposition

on Pd/ZrO2 in their EPR study.6 They suggested that this anion
is gradually decomposed to O2

-. Because both O2- and O3
-

have thus been observed experimentally, it is important to
consider these species when discussing mechanisms for N2O
decomposition. Moreover, the activation barrier for the forma-
tion of O3

- from O2
- and N2O is considered to be very low,

which would make O2- of potential interest in catalytic N2O
conversion. The low activation barrier becomes particularly
interesting in the light of tail-gas applications in, e.g., nitric acid
production, where the temperature is relatively low (250-500
°C).

Most of the previous works have focused on the formation
of O2

-, whereas its activity or its role in the whole catalytic
cycle has not been considered. In the present work, we will
focus on the activity of O2- in the N2O decomposition process,
and in particular, we will consider mechanisms in which O-

and O3
- species are involved in the decomposition process.

Computational Details

The Model. In the present study, we have considered the
interaction of N2O with O-, O2

-, and O3
-. To stabilize these

anions with the correct electronic structure, we have used KO,
KO2, and KO3 as models for O-, O2

-, and O3
- bonded to a

surface. All of these complexes are known to exist as ion pairs
(K+O-, K+O2

-, and K+O3
-). Both KO2 and KO3 exist as a

triangularC2V symmetry structure with the ground spin state as
a doublet7-10 (see Figure 1). Moreover, Alcami et al.10 have, in
a theoretical work, predicted three isomer structures of Li+O3

that all lie close in energy. In addition to theC2V (see structure
2 in Figure 1), other isomer structures could exist. One
corresponds to the attachment of the alkali metal ion to one of
the terminal oxygen atoms, and the other corresponds to
insertion of the alkali metal ion in one of the O-O bonds (see
structures 3 and 4 in Figure 1). Because the isomer structure 4
does not contain an O3 unit, it will not be considered further in
the present study.

Methods. In the decomposition reaction proposed above,
ozone anion is included as one of the intermediates. The
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N2O + e- f N2 + O- (1)

N2O + O- f N2 + O2
- (2)

N2O + O2
- f N2 + O3

- (3)

N2O + O3
- f N2 + O2 + O2

- (4)
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electronic structure of ozone can be viewed as a mixture of ionic
and diradical components, which makes this species and its
anion difficult to describe theoretically. Studies of the electron
affinity and the dissociation and atomization energies of ozone
show that both dynamical and nondynamical correlation effects
have to be included to obtain the correct energies.11,12

There exist no experimental data or theoretically predicted
values on the reaction energies for the decomposition process
including the catalytic cycle; therefore, they have been computed
in the present work. To assess the accuracy of our calculated
values, we have performed test calculations on the species in
the cycle and compared our results with experimental data.
These benchmark calculations were performed using both the
(PCI-80) parametrized configuration interaction13-15 and mul-
ticonfigurational second-order perturbation (CASPT2)16 methods
in single-point calculations at the optimized geometries. In the
PCI-80 scheme, the correlation energy is scaled by a basis set
and method-dependent parameter obtained from benchmark
calculations on light elements and second-row transition metals.
The correlation effect obtained in these calculations was about
80%. By application of this scaling scheme, it has been shown
that, by, e.g., using a single-reference method like the modified
coupled-pair functional (MCPF) method with only a double
zeta-polarization (DZP) contracted Gaussian basis set, the
average absolute deviation from experiment was drastically
improved.13-15 In the CASPT2 method, the dynamical correla-
tion effect is obtained from second-order perturbation theory
using a multiconfiguration wave function as reference. The
active space for the transition state structures and N2O consists
of the 2p-derived orbitals for both oxygen and nitrogen, which
form lone pairs,π-bonding, and antibonding combinations.
Because there is an almost complete charge transfer from the
potassium atom to O, O2, and O3, there is, in principle, no need
to include orbitals derived from potassium in the active space,
but the potassium 4s orbital was still included. Thus, for the
cation stabilized oxygen anion species, in addition to the 4s
orbital, 2p-derived orbitals for oxygen formingπ-bonding (in
O2

- and O3
-) and lone pairs are included in the active space.

For KO, the active space in the complete active space self-
consistent field (CASSCF) calculation consisted of five electrons
distributed among six orbitals (which we denote as 5/6). For
KO2, the CASSCF wave function was generated from an active
space containing seven electrons distributed among seven
orbitals (7/7). For KO3, the active space contained nine electrons
distributed among eight orbitals (9/8). For all the transition state
structures in the reactions with N2O, we followed the procedure
stated above, giving 15/11, 17/12, and 19/13 CASSCF active
spaces for the first, second, and third steps, respectively. In the
subsequent CASPT2 calculations, the electrons in the 1s orbitals
on oxygen and nitrogen as well as the electrons in the 1s, 2s,
and 2p orbitals on potassium were not correlated. The geometries
of reactants and products were optimized at the density-

functional theory (DFT) level with the B3LYP functional using
the Gaussian 9817 program, unless otherwise noted, the basis
set used for all atoms in the B3LYP calculations is the 6-311G-
(3df,3pd) valence triple-ú basis set, containing both diffuse and
polarization functions. In the CASPT2 calculations, we have
used a (14s9p4d3f)[6s5p3d2f] atomic natural orbital (ANO)
basis set for both nitrogen and oxygen,18 while for potassium
the basis set was [14s11p5d1f]/(8s7p3d1f). In the PCI-80
scheme, the scaling was done based on the MCPF method for
dynamical correlation. The PCI-80 scaling scheme is performed
by adding 20% of the correlation effect to the total energy. The
Hartree-Fock limit has been included in these calculations,
which were performed using the STOCKHOLM set of pro-
grams.19 The Gaussian basis sets used here were (25s18p6d4f)/
[9s9p6d4f]7,20 for potassium, while for oxygen the ANO
primitive (13s9p6d4f) basis set was contracted to [5s5p2d1f].
For nitrogen, we employ a (14s9p4d3f)[6s5p3d2f] ANO basis
set.7

Results and Discussion

The results from the present work are divided into three parts.
We will first give results on the geometry of O-, O2

-, and O3
-

bonded to potassium. Because there are no available experi-
mental data on the reaction energies for the two reaction steps
of specific interest for the N2O decomposition (steps 3 and 4),
an evaluation in terms of benchmark calculations of reaction
energies involving the species included in these steps is
performed and compared with experimental data. The last part
of this work will be devoted to the reaction energies, transition
state structures, and activation barriers for all the steps in the
decomposition process, including the catalytic cycle.

Geometries of KO, KO2, and KO3. The bonding in KO can
be characterized in terms of an ionic description K+O-, but the
ground-state symmetry has been a matter of debate in both
theoretical and experimental studies. The electron hole on
oxygen can give either a 2pσ22pπ3 or 2pσ12pπ4 configuration
resulting in2Π and2Σ+ molecular states, repectively. Langhoff
et al. have, in an extensive theoretical study of the2Π-2Σ+

energy separation in KO, shown that the2Σ+ is the ground
state.29 In a recent work by Lee et al., high-level quantum
chemical methods have been employed, including relativistic
effects (spin-orbit coupling).21 They concluded that the low-
lying states of KO are affected by spin-orbit coupling that leads
to an avoided crossing between the2Σ+

1/2 and2Π1/2 states. At
short K-O bond distance, the state is designated as2Σ+

1/2, while
at long distance2Π1/2. For intermediate distances, the character
is mixed. The effect onRe is negligible, however, with a
calculated bond distance of 2.19 Å. In calculations without
relativistic effects (this scheme is employed in the present work),
the energy separation and ground-state determination were found
to be more sensitive to the basis set used than to the description
of electron correlation. Inclusion of f-functions is particularly
important to describe the2Σ+ state properly, while d-functions
are more important for the2Π state; not including d- and
f-functions will thus have a large effect on the2Π-2Σ+ energy
separation. This basis set effect is also investigated in the present
work. In optimizing the geometry of KO (B3LYP level), we
can clearly see that the ground-state symmetry is dependent on
whether we have included f-functions or not (on both K and
O). We obtain a ground state ofΠ-symmetry with a K-O bond
length of 2.40 Å in agreement with the results of Langhoff et
al. by using a basis set without f-functions. (Dunnings (9s5p1d)/
[4s3p1d] augmented with a diffuse p-function with an orbital
exponent of 0.059 for oxygen. For potassium, the basis set is
of the form (14s10p1d)/[8s4p1d].) An extended triple-ú basis

Figure 1. Structures of KO2 and the three isomeric structures of KO3.
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set (6-311G(3df,3pd)) for K and O yields the2Σ+ ground state
with a K-O bond length of 2.14 Å. Langhoff et al. used a basis
set near the Hartree-Fock (HF) limit and reported single and
double excitation configuration interaction model CI-SD and
HF level K-O bond lengths of 2.33, 2.35 AA and 2.19, 2.22
AA Å for 2Π and 2Σ+, respectively. Considering the rather
shallow potential energy curves in the KO interaction, the
agreement for the geometries is satisfactory.

KO2 is known from both experimental8 and theoretical
studies,7 where it has been found to exist in a triangularC2V
structure. The electronic ground state is2A2, which corresponds
to charge transfer from potassium to theπ* orbital of molecular
dioxygen. The crystallographic value for the O-O bond reported
by Tremblay et al.8 is 1.33 Å. Because KO2 exists as an ion
pair, the O2 stretching frequency in KO2 is found, experimen-
tally, to be almost identical to that of the O2

- anion in the gas
phase.8 As a good approximation, the gas-phase O2

- bond
distance can be used as well. The O-O bond length calculated
here (1.336 Å) is in good agreement with both the crystal-
lographic and the gas-phase values for the bond length of O2

-

(1.341( 0.010 Å).22 The K-O bond length is, in all previous
theoretical works, determined to be too long (2.39-2.46
Å)23,24,29compared to the experimentally determined value of
2.28 Å. These calculations include methods on different levels
of theory, like HF, Moeller-Plesset second-order perturbation
theory (MP2), B3LYP and quadratic configuration interaction
with single and double excitation (QCISD) and MCPF and high-
quality basis sets. Our calculated K-O B3LYP level bond length
of 2.39 Å is thus in accordance with previous theoretical works
and underlines the disagreement between theory and experiment
for this structural parameter. The O-K-O angle is here
determined to be 32.4°, in good agreement with previous
theoretical works (31.1-33.3°) and the crystallographic value
of 33.0°.8 The optimized geometry is shown in Figure 2.

KO3. Alkali-metal ozonides such as K+O3
- have also been

studied experimentally. These ozonides are formed by reaction
of alkali atoms with ozone. Like in KO2, there is a complete
transfer of the potassium 4s valence electron to the lowest
unoccupied molecular orbital (2b1), resulting in 2B1 as the
electronic ground state for the K+O3

- complex. It has been
shown both experimentally and theoretically that the O-O-O
bond angle in ozone is slightly smaller in the presence of the
alkali metal. Our optimized O-O-O angle in KO3 is 114.8°,
whereas in O3, the calculated angle is 118.0°. The experimentally
determined value for the angle in O3

- is 111.8 ( 2.0°.25

Borowski et al. have obtained an O-O-O angle of 115.4° at
the CASPT2 level.26 The O-O bond distance remains almost
unaffected compared to ozone, however. The experimentally
determined O-O bond distance of ozone is 1.34( 0.03 Å,26,27

while we obtain an O-O bond distance in KO3 of 1.36 Å. As
for the bond distance in KO, there exists no experimental
estimate for the gas-phase structure of KO3. In crystalline KO3,
the K-O distance has been found to be 2.70 Å.28 We can
compare with LiO3, which has been studied theoretically
previously, giving a Li-O bond distance between 2.21 and 2.24
Å. Because potassium has a more electropositive character and

its ion has a larger radius, the K-O bond distance should be
longer, which we indeed find is the case;r(K-O) is calculated
to be 2.46 Å. A structural isomer, with a more open geometry
(see Figure 1, structure 3), is calculated to be 14.8 kcal/mol
less stable than the ozone structure. However, as will be
discussed below, this isomer is the product of the second reaction
step, and in addition, no transition state was found for step 3
using the ozone structure. The calculated geometries of both
isomer structures are given in Figure 3.

Benchmark Calculations.There exist no experimental data
or theoretically predicted values for the reaction energies in the
decomposition reaction steps. To evaluate our calculated values,
test calculations on the species in this cycle have been performed
and compared with experimental data. In Table 1, our computed
results for a set of reactions containing the more problematic
molecules are given with results achieved with both the PCI-
80 scaling scheme and the CASPT2 method. For the alkali-
metal superoxide bond energy, the dissociation energy is
determined using the scheme of Langhoff et al.,7,29 in which
the dissociation energy is computed relative to the dissociated
ion fragments. The energy is then adjusted to the ground-state
neutral fragments by using the experimentally determined
electron affinity for O2 and the potassium ionization potential.
By this approach, one avoids problems in accurately determining
the electron affinity of O2. As the result in Table 1 shows, the
calculated electron affinity deviates by 2.3 kcal/mol at the
CASPT2 level. The results for superoxide bond energy using
the PCI-80 scaling scheme and CASPT2 are in very good
agreement with experiment. The MCPF method accounts for
most of the correlation effects for systems that can be well
described by a single-reference wave function, which is the case
for ionic systems such as KO2. Moreover, the correlation
contribution to the binding energy, when computed relative to
the dissociated ionic species, is only 2.3 kcal/mol.

For problematic molecules such as the ozone ion, the
deficiency of the single-determinant MCPF method in describing
near-degeneracies becomes prominent. Single-determinant meth-
ods tend to overestimate the correlation energy in such cases
as can be seen from Table 1, in which the dissociation energies

Figure 2. Optimized B3LYP level geometry of KO and KO2. Bond
distances are given in Å, and the angles are given in degrees.

Figure 3. Optimized B3LYP level structures of the two KO3 isomers
with the ozone related structure on the right. Bond distances are given
in Å, and the angles are given in degrees.

TABLE 1: Reaction Energies (kcal/mol) Calculated at
Different Levels of Theory and Compared with
Experimental Data

reactions PCI-80 CASPT2 expt

O3 f 3O 155.5 145.5 144.6a

O3
- f O2 + O- 46.0 35.6 35.9a,b,c

O3
- f 2O + O- 168.4 152.6 154.9a,b,c

O2 + e f O2
- 3.2 7.6 9.9e

O + e f O- -29.8 -31.7 -33.7c

O3 + e f O3
- 39.7 50.0 48.5b

KO2 f K + O2 40.7 38.2 40.6( 7d

2N2O f 2N2 + O2 -41.4 -38.0 -39.2a

a Reference 30.b Reference 31.c Reference 32.d Reference 33.
e Reference 34.

Decomposition of N2O with O-, O2
-, and O3
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of ozone and ozone ion are overestimated relative to experiment
by 10.9, 10.1, 13.5, and 8.8 kcal/mol, respectively. Because
ozone ion is present in the catalytic cycle, it is necessary to
calibrate the reaction energies using the CASPT2 method, in
which both nondynamical and dynamical correlation effects are
included. The latter part is described through a second-order
perturbation approach, in which the CASSCF wave function is
used as a reference. Including both near-degeneracy effects and
the dynamical correlation using this technique leads to a mean
absolute deviation from the experimental values, which is now
reduced to 0.3-2.3 kcal/mol in all reactions in which ozone,
or its anion, is included. Thus, the computational procedure for
determination of the energetics of the steps in the N2O
decomposition reaction will rely on a B3LYP geometry
optimization combined with a CASPT2 single-point calculation
to obtain accurate reaction energies

The Catalytic Cycle. The reaction energies and activation
barriers for all the reaction steps including steps 3 and 4 in the
catalytic cycle have been computed using the DFT method with
the B3LYP functional for the geometry optimization. The
character of each transition state has been confirmed by
performing a vibrational frequency analysis. Because the
CASPT2 method is capable of describing the more complex
species like ozone more correctly, only this method has been
used in single-point calculations at the equilibrium and transi-
tion-state geometries. The results are displayed in Figure 4 and
the geometries of the transition-state structures are given in
Figure 5 and Figure 6.

As can be seen from the results in Figure 4, the first reaction
step is highly exothermic, with a reaction energy of 52.4 kcal/

mol. A high reaction energy (59.3 kcal/mol) has also been
obtained in the work by Lu et al. on N2O decomposition over
Li-doped MgO.35 The second step, leading to formation of an
ozone anion, is thermoneutral (-1.3 kcal/mol), while the
regeneration step is exothermic by 35.5 kcal/mol. Alternative
routes are also given. Because the regeneration of the KO
structure from KO2 with N2O is endothermic by about 16 kcal/
mol, this step can most likely be ruled out. The same can be
concluded for the regeneration of the KO structure from KO3.
However, the reverse reaction suggests that, in the presence of
O2, formation of KO3 directly from KO is possible. TheTS1
andTS2structures are given in Figure 5, whileTS3 is displayed
in Figure 6. The potential curve is schematically given in Figure
7. For theTS1 and TS3 structures, the N-O bond is less
elongated than that for theTS2 structure. The higher degree of
activation of the N-O bond inTS2 is reflected in the higher
activation barrier for this step (40.8 kcal/mol) compared to steps
1 (29.5 kcal/mol) and 3 (32.5 kcal/mol). Moreover, the NNO-O
distance is longer for theTS1 andTS3 structures. Analysis of
the Mulliken populations shows a slightly higher degree of
charge transfer from the substrate to N2O in the first and second
steps (∆q ) -0.3 vs∆q ) -0.2 for step 2). This charge transfer
from the potassium oxides to theπ* orbital of N2O causes a
more bent N2O geometry for all the transition-state structures.

The relatively high activation barrier of step 2 combined with
a thermoneutral reaction energy suggests that O2

- interaction
with N2O is not favorable at low temperatures, which is in
contradiction to the experimental results.3 It is important,
however, to underline the fact that we have not included the
effect of the surface in the present calculations. Because the

Figure 4. Reaction energies (kcal/mol) for the steps in the N2O
decomposition reaction. The reaction energies have been calculated at
the CASPT2 level.

Figure 5. Optimized structures of transition states.TS1 is the transition
state for the first reaction step, whileTS2 is for the second step in the
catalytic cycle. Bond distances are given in Å, and the bond angles are
given in degrees. The potassium atom is colored white, oxygen is gray,
and nitrogen is black.

Figure 6. Optimized structures of transition states.TS3 is the transition
state for the third reaction step. Bond distances are given in Å and the
bond angles are given in degrees. The potassium atom is colored white,
oxygen is gray, and nitrogen is black.

Figure 7. Schematic potential curve of the N2O decomposition reaction
over potassium oxides.
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surface is not included, we are not able to evaluate the effect
of the surface on the relative stabilization of the oxygen anion
species and transition-state structure or the effect of possible
high coverage of formed surface superoxides and ozonides. The
effect of surface coverage will most likely be important when
considering the stabilization of these formed intermediates and
of the transition state structures. Moreover, an increased surface
coverage of the formed intermediates could also open other
reaction pathways, e.g., in the regeneration of the active sites.
It is most likely that the TS structures become more stabilized
as a result of electrostatic interactions with the ionic substrate.
This effect has, for instance, been demonstrated in previous
theoretical work on N2O decomposition over alkaline-earth
oxides.36,37For low surface coverage, we have shown that there
is a stabilization of the transition-state structure due to electro-
static fit of the adsorbate to the underlying surface. However,
an increased surface peroxide coverage leads to a dramatic
decrease in the stabilization of the transition state structure and,
thereby, an increase of the activation barrier.36 On the other
hand, it has previously been shown that the stabilization of
formed surface peroxides is reduced upon increased surface
peroxide coverage.38 Increased superoxide coverage could also
result in alternative pathways for formation of ozonide and
regeneration of the active sites

The first step is endothermic for cation-stabilized models by
almost 37 kcal/mol. The second step is highly exothermic (58.2
kcal/mol) and could be an alternative route for formation of
ozonide and regeneration of the active site. Moreover, in EPR
studies on MgO and Pd/ZrO, O3

- has been shown to gradually
decompose to O2- .6,39 An alternative route for ozonide ion
decomposition could be formation of molecular oxygen

which is also calculated to be exothermic (28.5 kcal/mol). So,
for increased coverage of surface oxygen anion species, different
reaction routes for regeneration of the reactive surface species
may be thermodynamically feasible. This may also hold from
the kinetic point of view; that is, some of these alternative
pathways could also give a lower activation barrier compared
to the reactions involving N2O for the regeneration of the active
site.

Finally, for transition-metal-based catalysts, it is possible that
the electron-transfer process is accomplished by overlap of
orbitals with suitable energy and symmetry between the substrate
(e.g., d-orbitals on the transition metal) and N2O. All in all, the
catalytic surface, also including surface intermediates formed,
is most likely directly involved in the activation of N2O in
addition to playing a more direct role in the stabilization of the
formed intermediates and regeneration of the active sites.

Conclusions

Quantum chemical calculations have been performed on N2O
decomposition over oxygen species, which have been proposed
to play an important role in catalysis over, e.g., metal oxides.
The first reaction step where O2

- is formed is highly exothermic,
with the lowest activation barrier in the N2O decomposition
process (29.5 kcal/mol). O2- is much less active toward N2O
decomposition with the largest activation barrier, and the

reaction is only thermoneutral. The regeneration step in which
O2

- is formed is exothermic by 35.4 kcal/mol, and the calculated
activation barrier is close to that of the first step. These results
based on gas-phase models of the active species are in
contradiction with experiments on transition-metal oxides, and
we conclude that the direct involvement of the surface for the
stabilization of the intermediates is crucial; this needs to be taken
into account in order to strictly analyze the surface reactions.
The inherent electronic structure and reactivity properties
associated with these oxygen anionic species play an important
role, but the present results demonstrate that the surface plays
a decisive role in stabilizing the activated species at the transition
state. Moreover, high surface coverage of the formed intermedi-
ates could be important in determining the relative stabilization
of these intermediates in addition to having a direct effect on
the stabilization of the transition state. Finally, we should not
exclude the possibility of other reaction pathways for regenera-
tion of the surface, i.e., by recombination of the surface
intermediates.
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